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Abstract 

In any language, Spoken alphabet recognition as one of the subsets of speech recognition and pattern recognition has many 

applications. The purpose of audio signal processing, they are classified. Speech recognition is one of the issues in computer 

science and artificial intelligence, which seeks to identify a person based on the person's voice. Alphabet Recognition Speech 

recognition is below the branches. The different methods of feature extraction and classification, in this paper, a method 

combining these algorithms are trying to improve the English alphabet recognition. We are also leading to problems such as these 

problems can be noted that E-set, this collection contains the letters B, C, D, E, G, P, T, V and Z. The problem is similar to the set 

of waves vocal alphabet E that makes it difficult to recognize in all this is set in this paper by using MFCC feature extraction and 

SVM classification methods to achieve our desired results. In this paper, a method is said to have achieved 80% accuracy on 

data-set TI ALPHA. 

Keywords:Mel-frequency cepstral coefficients, (MFCC), Support Vector Machines (SVMs). 


1. INTRODUCTION 

In 1990s has been much research in the field speech 

classification. Including applications can be classification 

speech, speech recovery applications in industrial problems, 

the classification of different classes of speech, video 

segmentation using speech detection, recognition and speaker 

verification using speech recognition systems, code 

Manufacturer of low bit-rate, classification, and music ... 

Named. A kind of speech classification system for the problem 

of pattern recognition and classification the most similar 

pattern recognition system is composed of three stages. Firstly, 

suitable feature vectors extracted speech file short interval is 

called the frame. Overall, the speech signal interval properties, 

is assumed to be static. Secondly, the classification of speech 

components frames to 1 second, for example based on features 

extracted from the speech frames or time intervals based on the 

second. The classification of the problems in pattern 

recognition is performed by different methods. The third step, 

is usually to enhance the system's accuracy experimental 

methods have been used as a final processing. 
In one of the most applicable wavelet transformation and 

mathematical processing, particularly in the areas of signal 

processing and in wavelet analysis, the short-time Fourier 

transform is similar. A function of the desired signal (wavelet) 

multiplied by the fact that the wavelet transform of the window 

function will be the same. Several studies on classification of 

speech files using wavelet transform are performed. Binary 

wavelet transform has been proposed algorithm shows that the 

proposed method is simple and yet accurate noise is the noise. 

Frequency signals of wavelet able to have best of 

configuration. 

A binary support vector machine classifier is two classes 

separated by a linear boundary. The advantages of support 

vector machine have separate classes according to their 

distribution. In training stage, the number of feature vectors for 

a known class, the optimal linear separation boundary between 

two classes using all the vectors of the training defined and an 

optimization algorithm, the numbers of educational classes, the 

boundaries have created. The educational examples of are 

called support vectors. The educational of support vector is 

considered as the minimum distance to the boundary separating 

the two classes and using them to optimize the separation of a 

boundary line separating the two classes is achieved. 

Because of the ability of neural networks in modeling of 

nonlinear and high-speed response functions in many 

engineering problems are used. One of the most efficient and 

intelligent systems is considered most extensive. Perceptron 

neural network modeling of advanced high strength due to 

non-linear functions and basic structure of neural networks is 

one of the most prolific. These papers to classify the feature 

vectors are extracted by wavelet transform have been used. 

In this paper, the classifications of speech, the feature 

extraction based on speech components are analyzed with 39 

features. Then the next step to help support vector machine 

classification method and a multilayer perceptron neural 

network, the feature vectors and finally, the test data is the 

error have been investigated. The results show improvements 

in fault classification method of support vector machine 

classification method is multilayer neural network. 

 

The English language consists of 26 characters of which 5 are 

vowels and 21 are consonant. Although automatic speech 

recognition performance has improved substantially over the 

past several years, automatic methods are still far inferior to 

most human listeners for most tasks. Performance is quite good 

for limited tasks with clean speech, but High acoustic 

similarities may cause difficulty in classification while low 

acoustic similarities causes ease to discriminate among classes 

for speech recognition systems. An alphabet set which has 

been detected to be the most confusable for speech recognition 

is the so called E-set letters. Human listeners are generally able 
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to better discriminate members of the “E” set (b, c, d, e, g, p, t, 

v and z) than are the best machine algorithms. The E-set letters 

are so called because all the nine letters share the same 
/iy /

 

(as in ‘E’) vowel at the back end of its oration [4, 5]. These set 

of letters may be difficult to detect because the distinguishing 

sound is short in time and low in energy [5]. In this paper, to 

overcome this problem, in this letters, given that the original 

pronunciation of the word, with the excess energy is different, 

we've removed the excess portion to resolve this issue. In this 

paper also system performance is studied normalization of 

feature vectors. We'll  

then feature extraction by Mel-frequency cepstral coefficients, 

(MFCC) [2]; finally, we perform classification by Support 

Vector Machines (SVMs) [3]. A lot of work done in the field 

of signal processing, audio processing tasks such as speech 

recognition and speaker on mental state, things are taken for 

processing Alphabet, article [1] has to recognize the alphabet, 

In this paper we see that use the their desired method, detects 

percent, Between 62.28% to 70.49%, which is set for E-set 

Here we use the above method, the detection percentage of 

80% to obtain. 

This paper is organized as follows. MFCC feature extraction, 

The Support Vector Machine (SVM) is used as classifier, work 

method, finally results and discussion also CONCLUSION. 

 

 
 

 

 

Fig. 1.History of Speech Recognition 

 

 

 

2. Feature Extraction   (MFCC) 

In feature extraction all of the basic speech feature extracted 

may not be helpful and essential for speech recognition system 

[20]. If all the extracted features gives as an input to the 

classifier this would not guarantee the best system performance 

which shows that there is a need to remove such a useful 

features from the base features. Therefore there is a need of 

systematic feature selection to reduce these features. So that for 

this system we have used only feature that are MFCC. The 

Mel-frequency cepstral coefficients (MFCCs) introduced by 

Davis and Mermelstein is perhaps the most popular and 

common feature for SR systems [8]. A block diagram of the 

structure of an MFCC processor is shown in the figure 1. The 

speech input is typically recorded. Frame Blocking is the 

process of segmenting the speech samples obtained from 

analog to digital conversion (ADC) into a small frame with the 

length within 256 samples (16ms). Hamming windowing is 

employed to window each individual frame 85 samples 

(5.3ms). The concept here is to minimize the spectral distortion 

by using the window to taper the signal to zero at the beginning 

and end of each frame. Fast Fourier Transform converts each 

frame of N samples from the time domain into the frequency 

domain. Filtering is out the center frequencies of the 20 

triangle band-pass filters corresponding to the Mel frequency 

scale of individual segments. Estimating is inversely the IDFT 

to get all 12-order MFCC coefficients. The result of 

windowing is the signal. 

     1 1 , 0 1 (1)y n x n h n n N   
 

Typically the Hamming window is used, which has the form: 
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Fast Fourier Transform converts each frame of N samples from 

the time domain into the frequency domain.  
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The result after this step is often referred to as spectrum. The 

Mel-filter bank is a triangular band pass filter which is equally 

spaced around the Mel-Scale. The mapping between real 

frequency (Hz) and Mel frequency is given by the following 

equation as 

2595.log 1 (4)
700

mel

f
f

 
  

   
Finally, we can convert them to the time domain using the 

Discrete Cosine Transform (DCT). 

      
1

0

log cos 0.5 (5)
M

K

C n S k n k
M





 
  

 


 

Where n=1, 2….K 

 

 

 

 

 

 

 

 

 

 

 In summary, the following configuration is MFCC: 

Pre-emphasis coefficients = -0.95 

Frame size = 256 samples (16ms) 

Frame overlap = 85 samples (5.3ms) 

Number of Triangular band pass filters = 20 

Number of MFCCs = 12 

 

3. CLASSIFICATION (SVM) 

The Support Vector Machines (SVMs) present one of 

kernel-based techniques. Support vector machines (SVMs) are 

receiving increasing attention as a tool for speech recognition 

applications due to their good popularization properties [9, 10, 

11, 12, 13, and 14]. Support Vector Machines are a new 

approach to classification standards and have recently attracted 

great concern in the methodical association, specifically in the 

areas of machine classification, regression and learning. SVM 

(Support Vector Machine) theory was first presented by 

Vapnik (1992). The SVM maps the input space to a high 

dimensional space. By calculating an optimal separating hyper 

plane in this new space, the SVM learns the border between 

areas belonging to both classes. The separating hyper plane is 

chosen to maximize separation interval between the closest 

training samples. This approach is strongly linked to the 

theories of statistical learning and constructional risk 

minimization [Haykin, 2001]. The SVM may be equally used 

to separate non-linearly separable patterns. The SVM is train 

according to labeled features. The SVM kernel functions are 

used in the training process of SVM. Binary classification can 

be viewed as the task of separating classes in feature space. 

SVM is a binary classifier, but it can also be used as a 

multiclass classifier. The confusion matrix represents the 

percentage of accurate classification and misclassification for 

the given class. Transforming the original feature set to a high 

dimensional feature space by using the kernel function is the 

main thought behind the support vector machine (SVM) 

classifier, which leads to get optimum classification in this new 

feature space. A binary SVM classifier estimates a decision 

surface that jointly maximizes the margin between the two 

classes and minimizes the misclassification error on the 

training set. For a given training set  x1. . . xp with 

corresponding class labels

  x1. . . xp y1,  . . . ,  yp  ,  yi  { 1,  1}   , an SVM classifies a 

test point x by computing a score function, 

   
1

, (6)
p

i i i

i

h x y k x x b


   

Where i are the Lagrange multiplier corresponding to the 

training sample, xi, b is the classifier bias – these parameters 

are optimized during training – and K is a kernel function. The 

class label of x is then predicted as sign (h (x)). While the 

simplest kernel  K x,  ˜ x   hx,  ˜ xi  produces linear decision 

boundaries, in most real classification tasks the data is not 

linearly separable. 

Overall, the different aspect of SVM approach is as follows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 the following Binary SVM: 

 Find optimal hyper plane 

 Minimize cost function: 
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Fig. 2. Binary SVM 

 

 linear separable patterns 
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 non-separable patterns 

  1 (9)T
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Fig. 3.linear separable patterns 

 

 The following Nonlinear mapping: Inner product kernel: 

 Polynomial 
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 radial basis function 

 two layer perceptron 

 

 

 

 

 

 

 

 

 
Fig. 4. Nonlinear mapping 

 
 The following Multi class SVM: 

Algorithms: 

 one against all 

 one against one (max wins) 

 DAGSVM 

4. Normalization 

There are many ways to normalized. The answer can also be 

used where it can have a huge impact. In this paper the system 

performance is studied normalization feature vectors. Thus, for 

each component of the feature vector of zero mean value and 

variance are the same. For the training and testing feature 

vectors, each component of a file, the average low and training 

components of the vectors are divided by the standard 

deviation of the component. The normalization method in all 

experiments thus raises the accuracy of system, feature vectors 

are normalized in this way. Equation (6) shows normalized to 

each component. 

(11)
j

ij i i
i

i

x
x






  

We've used this normalized after feature extraction, which 

could be the beginning of the input data, use it, but its use in 

this episode was better. We've used this normalized after 

feature extraction, which could be the beginning of the input 

data, use it, but its use in this episode was better. 

5. Principle Component Analysis (PCA) 

Main components of analysis by multivariate data analysis 

methods are one of the main objectives are to reduce the 

dimension of the problem. One of the most important 

applications of principal component analysis is in the 

regression. Using principal component analysis can be a lot of 

explanation variables (independent variables) correlated with a 

limited number of new explanation variables are uncorrelated 

the main components have to be replaced. This problem of will 

be reduced only after some time, but before it does not linear.  

Assume that
T

PXXXX ),...,,( 21

agivennonnegativerandom vectorwithcovariance 

matrix  and 0...21  P Eigenvaluesis . 

So Paaa ,...,, 21  eigenvalues is respectively 

correspondingorthogonal P ,...,, 21  . Variables 

PYYY ,...,, 21 definedthemain components as 

following: 
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iY
 The principal component is i and vector

T

PYYYY ),...,,( 21
, vector is called PCA. 

 

6. Description  E-set 

The E-set that include words letters B, C, D, E, G, P, T, V and 

Z. These words are common in 
/iy /

 (as in ‘E’) vowel voices, 

namely voices of addition to main letter in this letters there are 

additional noise, which makes it difficult to distinguish the 

words. To better understand is your issue, comparing the two 

letters A and B. See the following figure. Of course we know 

letter B part of E-set, but not letter AN E-set. 

 

 

 
Fig. 5. Display the letter A 

 

 

 
Fig. 6. Display the letter B 

 

 

 

If you like the figure the above, you'll notice the difference 

between the E-set and other letters. 
 

 
Fig. 7. In the following figure, the letter B parts are shown 

separately. 

 

 

We must also remove the silence; remove this part to 

have a better diagnosis. After removal of silence as well 

as an additional section at the end of the form is ready for 

work. 

 
Fig. 8. After removal of the silence 
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Fig. 9. After removal of the silence and 

The /iy/ (as in ‘E’) vowel 

 

7. METHODOLOGY 

In this article, I realized that it must first prepare the data for 

work. First, we propose to eliminate silent data. In order to 

eliminate redundant data, the silences of the data are deleted. 

Then E-set dataset is difficult to resolve the additional part of 

this collection is that it will remove the same /iy/ (as in ‘E’) 

vowel at the back end of its oration. Then turn the feature 

extraction MFCC is the way it is described in the paper. 

However, the feature was normalized by the time they are told. 

In the final stage, which is classified as part of his SVM 

method for training and testing, we use our data. 

In this paper, some methods have been used to improve 

character recognition. First, for convenience, we eliminate all 

the letters from the silent feature extraction. After eliminate of 

silent characters E-set to eliminate the common problem we 

recognize that this case is incorrect. Currently the data is ready 

for feature extraction, feature extraction is performed by 

MFCC method described above has been completed; the 

MFCC parameters are selected empirically. After the shift to 

data classification is done by SVM methods, values, SVM has 

great influence on the results, so we use a genetic algorithm to 

determine the correct values. Genetic algorithms for the SVM 

error percentage choose new values. To find the best values, 

SVM C and γ values are important, and classification is 

performed. However, before applying for data classification 

methods to reduce the amount of PCA is used to help lower of 

high performance computing. In this paper, we experiment 

various methods for speech recognition, and combining them 

together, we get the desired result at the end is the best method 

of setting its parameters. So this place is left open for future 

researchers interested in using the results of this paper will 

continue this way. 

 

 

8. Speech Data 

In this paper the speech data (wave files ‘.wav’) are taken 

from the TI46 database isolated alphabet called TI ALPHA. 

The TI ALPHA consists of eight male and female speakers. 

The files were further segregated into training and testing sets. 

For training, there are 16 patterns for each alphabet A to Z 

while for testing there are 10 patterns for each alphabet [1]. 

9. RESULTS 

In order to get the optimal solutions, we adjust the 

parameters in the MFCC and the SVM reached by repeating 

the following appropriate parameters. 

 

 

 The following  parameters MFCC: 

Lowest Frequency = 1.333333e+02 

Linear Filters = 13 

Linear Spacing = 6.666667e+01 

Log Filters = 23 

Log Spacing = 1.071170e+00  

FFT Size = 256 

Cepstral Coefficients = 12 

Window Size = 128 

 

 

 The following  parameters SVM:  

Parameter C = 2 

Parameter value γ = 3.000000e-02 

 

We understand that by changing the parameters to achieve 

better results, in the following figure you can see answer 

changes with respect to changes in the parameters C and γ in 

the SVM method. 
 

Parameter by setting we got good results. The results 80% 

for E-set letters, the result is very suitable for this letters below 

you can see the result. 
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Fig. 10. Changes in response to changes in C and γ 

 

 

 
 

 

 

 

Fig. 11.Chart of results

 

 

 

 

 

 

 

 

 

9. CONCLUSION AND FUTURE WORK 

The results show that the parameter setting has a significant 

impact on improving the solution, the better the response of the 

normalized, We see combine SVM with MFCC for us to bring 

good results, We can adjust parameters for future work on the 

put of intelligent algorithms And so we have changes in the 

extraction of features to help improve results.In the future, this 

problem can be a lot of work to improve the methods used, 

classification methods can be optimized by the optimization 

algorithm used., Such as genetic algorithms, and fuzzy 

methods to improve the classification algorithms, as well as of 

these methods can also be used to select the best features., or a 

combination of these methods can be used. Hopefully this 

article useful 
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