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Abstract: Sentiment analysis, which is also called opinion mining is the field of study which analyzes people’s 

opinions, sentiments, evaluations, appraisals, attributes and emotions towards entities such as products services, 

organizations, individuals, issues, events, topics, and their attributes   through   twitter.   People   use   micro-

blogging (twitter) to talk about their daily activities and to seek or share  information. It  is an online social 

networking and micro-blogging service that enables users to send and read "tweets", which are text messages 

limited to 140 characters. In this paper we propose a model that can spot the public opinion with their emotions.   
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I.    INTRODUCTION 

 
N  Web  2.0,  content  which  is  user-generated,  

that  is material  submitted  by  users  who  

connected  with  social network sites, is a major 

subject. Twitter messages that are very short. It is 

convenient for research because there are a very large 

number of messages, many tweets are openly 

available for user, and obtaining them is technically 

simple compared to huge number of blogs from the 

web. 

Sentiment analysis is a technique for extracting 

sentiment associated with polarities of positivity, 

negativity and neutrality.  It  is  one  of  the  types  of  

natural  language processing in which we can track the 

mood of the public about a particular entity. Sentiment 

analysis, which is also called opinion mining, is used 

for constructing a system to collect and examine 

opinions about the entities made in tweets. Due to the 

explosion of social media services present a great 

opportunity to understand the sentiment of the public 

via analyzing its large-scale and opinion-rich data. In 

social media, it is easy to amass vast quantities of 

unlabeled data, but very costly to obtain sentiment 

labels, which makes unsupervised sentiment analysis 

essential for various applications. It is challenging for 

traditional lexicon-based unsupervised  methods  due  

to  the fact  that  expressions  in social media are 

unstructured, informal, and fast-evolving. A 

traditional way to perform unsupervised sentiment 

analysis is the lexicon-based method [2]. These 

methods employ a sentiment lexicon to determine 

overall sentiment polarity of a document. 

The proposed system will identify the polarity of 

tweets by sentiment analysis. The proposed model will 

find out the polarity of one entity as well as of two 

different entities and based on the polarities the 

entities will be compared.The remainder of the paper 

is organized as follows. Section 2 provides a brief 

review of Literature Survey. Section 3 illustrates the 

sentiment analysis processing framework and 

technique. The implementation details are reported in 

Section 4.   

 
 

II.   RELATED WORK 

 
Many sentiment analysis approaches has been used far for 

text type of tweets for twitter,But Emoticons has 

expressed the sentiment with the strong and real 

feeling.In existing work[10],Pang and Lee provide a 

general overview of the field . Thelwall et al. [11] propose 

SentiStrength to detect the strength of sentiment in short, 

informal exchanges in social media, with a focus on 

MySpace comments.[13]Neviarouskaya et al. presented 

the Affect Analysis Model (AAM) in order to address the 

issue of recognizing emotion in text messaging. The 

approach is based on WordNet-Affect [14]. The overall 

aim is to predict the nature of emotional content in several 

different categories as defined by Izard [15], such as 

anger, disgust, fear, and guilt. Nonetheless, in comparison 

to the proposed work more accuracy is maintained  as 

different database and varieties of emoticons are used 

which gives more accuracy in the emotional feelings 

context. 

 

            III.  SENTIMENT  ANALYSIS  OVERVIEW   

 
Given  a  set  of  tweets,  T  ,  which  contains  a  set  

of sentences,  s, T =  {s1  ,  s2  ,  …  ,  si};  and  each  

sentence  sk describes something on a subset of 

entities e = {ei , ..., ej|ei , ej ɛ E}, where E is the set of 

all entities. An entity can be a person,  an  

organization,  a  location,  a  product,  etc.  Each 

sentence also contains a set of opinion word, w, s = 

{w1, w2,…  ,wj}.  At  first,  a  Sentence  Sentiment  

Scoring  Function(SSSF) is used to determine the 

orientation of sentiment expressed on each entity ei in 

s (i.e., the pair of (ei , s)). Then an Entity Sentiment 

Aggregation Function (ESAF) is used to obtain the 

total sentiment scores for an given entity ei. 

1) Sentence Sentiment Scoring Function: in this stage, 

the classification algorithm detects all words that 

belong to Wilson lexicon list and extracts their 

polarity. Adjectives are good indicators of sentiment 

and have been used as features for  sentiment  

classification  by  a  number  of  researchers [8],[5]. 

O 
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(1) 

However, it does not necessarily imply that other parts 

of speech do not contribute to expressions of opinion 

or sentiment.  In  fact,  nouns  (e.g.,  “gem”)  and  verbs  

(e.g., “love”) can be strong indicators for sentiment. 

Therefore, in this study, we use all the parts of speech. 

We summed up the semantic orientation score of the 

opinion words in the sentence   to   determine   the   

orientation   of   the   opinion sentence. The score 

function for a sentence is as follow: 

score (s) =        ∑    w j   ⋅  sentOri
 

                    w j :w j ∈s∧w j ∈WL     dis(w j ,ei ) 
 

 

where wj is an opinion word, WL is the set of all 

opinion words from Wilson lexicon list and s is the 

sentence that contains the entity ei , and  dis (wj , ei  ) 

is the distance between entity ei and opinion word wj 

in the sentence s, and wj.sentOri is the semantic 

orientation of the word wj (i.e.,+1, or +0.5, or 0, or −1, 

or −0.5). If a sentence contains more than one entity 

then the opinion word close to the entity has smaller 

value of dis (wj , ei ) and indicates this word makes 

more contribution to that entity’s sentiment scores. 

The scores(s) is normalized by the number of the 

opinion words, n, in the sentence to reflect the 

sentiment scores distributions of opinion words. So, 

normalized sentiment score will be: 

 

           Score(s)N= Score(s)/n          (2) 

 
2) Entity Sentiment Aggregation Function: In the 

given set of tweets, an entity appears in the set of 

sentences s = {s1, s2,..., si}. We use co-occurrence of 

an entity and a sentiment word in the same sentence to 

mean that the sentiment is associated with that entity. 

This is not always accurate, particularly in complex 

sentences [2]. Still the volume of text we process 

enables us to generate accurate sentiment scores. 

 

The Mathematical Model of the system will be given 

as- 

Score={wj,ei,WL,SentOri,s}where, 

 wj=Opinion word 

 ei=Entity 

 SentiOri=Semantic Orientation 

 WL=Wordnet List 

 s=Sentence that contain an entity 

 

For  a  given  entity  ei,  which  may  appear  in  

multiple sentences {s1, s2, ..., si}, the normalized 

sentiment score for this entity in a sentence sk is 

score(ei , sk)N. The total sentiment scores of this 

entity will be aggregated by Entity Sentiment 

Aggregation Function that is depicted as below: 
 

score (ei) =  ∑score(sk )N 

 

(3) 

( sk :sk ∈s)  

 

 
This score is normalized by the number of the 

sentences, m, and then the final sentiment score for an 

entity will ranges in the interval [+1, −1]. 

 

               score(ei)N  = 
score(ei ) 

/m                (4) 

 

 

In regard to sentiment intensity (or strength) for a 

given entity, ei, appears in the sentences, the following 

heuristic rule is applied: 

 

 
a.  SN (Strong Negative) Sentences about the 

entity ei contain purely negative words or 

phrases or only allowed a slightly positive 

word. 

b. N  (Negative)  Sentences  contain  mainly  

negative phrases  and  words.  There  may  be  

a  few  positive words, but the negative words 

or phrases outweigh the positive ones. 

c.  Neu (Neutral) Sentences have a mediocre or 

balanced sentiment.   The   positive   and   

negative   words   or phrases seem to balance 

each other, or it is neither positive nor negative 

overall. Even if there are more negative  

phrases,  the  positive  ones  use  a  stronger 

language than the negative ones. 

d.    P (Positive) Sentences have mainly positive terms. 

There may be some negative ones; however, 

the positive ones are stronger and outweigh the 

negative ones. 

e.  SP (Strong Positive) Sentences have purely 

positive words expressing strong affirmative 

feelings with no complaints. It may have the 

smallest negative words, but the sentence has 

mostly great-sounding words or phrases. 

 

IV. PROPOSED SYSTEM AND 

IMPLEMENTATION DETAILS 

 
The proposed system consists of three modules: 

 

• Feature   selection   module   is   build   for   

extracting   the opinionated words from each sentence. 

• Sentiment  identification  module  that  

associates  expressed opinions with each relevant 

entity in each sentence level. 

• Sentiment    aggregation  and    scoring  module  

is  build  for calculating the sentiment scores for each 

entity. In our proposed system, firstly the tweets are 

taken from the twitter in database and then for each 

sentence in tweet, POS tagging and stemming is 

performed. A Part-Of-Speech Tagger (POS Tagger) is 
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a software package that reads text and assigns parts of 

speech tags to each word, such as noun, verb, 

adjective, etc. In this paper we focus on five POS tags: 

NN, JJ, DT, NNS and VBG, for nouns, adjectives,  

 
 

                      Figure 1: Modules of proposed system 

 

 

determiners,  plural  nouns  and  verb  gerunds  

respectively [13]. Stemming is used to select one 

single form of a word instead  of  different  forms.  The  

goal  of  stemming  is  to reduce inflectional forms and 

sometimes derivationally related forms of a word to a 

common base form. In this work we use the Stanford 

software package for both POS tagging and 

stemming.A typical tweet contains word variations, 

emoticons, hashtags etc. The objective of the 

preprocessing step is to normalize the text into an 

appropriate form to extract the sentiments. Below are 

the preprocessing steps used: 

POS Tagging: POS Tagger gives part of speech tag 

associated with words. POS tagging is done using 

NLTK. 

Stemming: Stemmer gives the stem word, non stem 

words are stemmed and replaced with stem words. For 

example, words like ’loved’, ’loves’, ’loving’, ’love’ 

are replaced with ’lov’. This would aid the engine to 

do the word match from the text to the lexicon. 

Stemming is done using NLTK. 

Exaggerated word shortening: Words which have 

same letter more than two times and not present in the 

lexicon are reduced to the word with the repeating 

letter occurring just once. For example, the 

exaggerated word "NOOOOOO" is reduced to "NO". 

Emoticon detection: Emoticon has some sentiment 

associated with it. Twitter NLP is used to extract 

emoticons along with the sentiments in the Twitter 

data.[14] 

Hashtag detection: The hashtag is a topic or a 

keyword that is marked with a tweet. Hashtag is a 

phrase starting with # with no space between them. 

Hashtags are identified and sentiments are extracted 

from them. 

Stop Words: All the stop words (like a, an, the, is etc.) 

and discourse connectives are discarded. 

In  Figure  2  we  have  shown  the  workflow  of  our 

model, in which  XML, JavaScript,Java, Servlets, 

JSON are used and for database Twitter Developers’ 

API are used. Tools & Software: Windows 7, Eclipse, 

Twitter REST API are used. 

 

In the propose system, the algorithm detects all words 

that belong to the emotional dictionary and extracts 

their polarity and intensity. We modify the initial term 

scores with additional, prose-driven functionalities 

such as: negation detection (e.g., “good” versus “not 

good”), capitalization detection (e.g., “bad” versus 

“BAD”), exclamation and emoticon detection (e.g., 

“happy!!” and “:-)”) intensifiers (e.g., “liked” versus 

“liked very much”) and diminishers (e.g., “excellent” 

versus “rather excellent”), and finally orientation is 

calculated the polarity of the entity is calculated 

among two also by which an user can make an opinion 

with generic domain .Below is workflow of the 

propose system. 

 

 

 
 

 
 

 
           Figure 2: Workflow of model 

 

V.     LEXICON-BASED CLASSIFICATION 
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The proposed classifier is a typical example of an 

unsupervised approach, because it can function 

without any reference corpus and does not require any 

training. The classifier is based on estimating the 

intensity of negative and positive emotion in text, that 

is, the output of the classifier is one of {0, +1, −1}. 

The notion that both negative and positive emotion is 

present in a text may seem somewhat peculiar. The 

level of valence in each scale is measured in two 

independent ratings {Cpos, Cneg}; one for the 

positive dimension (Cpos = 

{1, 2 . . . , 5}) and one for the negative (Cneg = {−1, . 

. . ,−5}), where higher absolute values indicate 

stronger emotion and values {1,−1} indicate lack of 

(i.e., objective text). For example, a score like {+3, 

−1} would indicate the presence of only positive 

emotion, {+1,−4} would indicate the presence of 

(quite strong) negative emotion and {+4,−5} would 

indicate the  presence  of  both  negative  and  positive  

emotion.  For 

example, the sentence “I hate the fact that I missed the 

bus, but at least I am glad I made it on time :-)” 

expresses both negative and positive emotion, where 

the latter is considered dominant. We solve conflicts 

of equality (e.g., {+3, −3}) by taking into 

consideration the number of positive and negative 

tokens and giving preference to the class with the 

largest number of tokens. A document is classified as 

objective if its scores are {+1,−1}. Note that the 

{Cpos, Cneg} ratings are only  used  as  an  

intermediate  step  in  making  the  final prediction. 

The algorithm is based on the emotional dictionary 

from the “Affective Norms for English words” and 

which was derived from a number of psychological 

studies and maintains an extensive dictionary list 

along with human assigned emotional categories for 

each lemma. Given a document d, the algorithm 

detects all words that belong to the emotional 

dictionary and extracts their polarity and   intensity.   

We   modify   the   initial   term  scores   with 

additional, prose-driven functionalities such as: 

negation detection (e.g., “good” versus “not good”), 

capitalization detection (e.g., “bad” versus “BAD”), 

punctuation and emoticon  detection  (e.g.,  “happy!!”  

and  “:-)”)  intensifiers (e.g., “liked” versus “liked very 

much”) and diminishers (e.g., “excellent” versus 

“rather excellent”), to produce the final document 

scores and manually checked for duplicates and 

conflicts. The modules function in the following way: 

the neighborhood of every word that is present in the 

text and belongs to the ANEW lexicon is scanned for 

“special” terms, such as negators (e.g., “not”) 

intensifiers (e.g., “very”) or diminishers (e.g., “little”). 

The reason where the detection is carried out because 

of the vast majority of informal textual 

communication  contains  significant  spelling  errors,  

making any such attempt very difficult and 

additionally seriously limiting the domain of 

applicability of the proposed solution. If an intensifier 

or diminisher word is found, then the original 

emotional value of the word is  modified by the 

respective modifier score which is either added or 

subtracted (in case of a diminisher) to the absolute 

value of the term. For example, if “bad” has an initial 

value of −3 then “very bad” would be modified to -4. 

Similarly, “somewhat good” would be judged as +2, 

taking into consideration that “good” has an original 

value of +3. If a negation term is found then the 

absolute value of the emotional term is decreased by 1 

and its polarity is reversed. For example “not bad” 

would be +2. The intuition behind the reduction by 

one (instead of a simpler reversal of signs) is that 

although the polarity of a term is reversed with the 

usage of negation, the full original emotional weight 

of a term (such as “bad” in the given example) is not 

fully transferred to the other class and thus the 

reduction by one. Simply put, one does not typically 

use “not bad” if one means “good.”  Last,  for  the  

capitalization  detection  module,  if  a word, larger 

than two characters (in order to avoid false positives 

caused by normal article capitalization after a 

fullstop),  that  is  written  fully  in  capital  letters  is  

detected within the neighborhood of an emotional 

word, including the actual  emotional  word,  then  the  

weight  of  the  word  is modified in the same manner 

as if an intensifier with a weight of   1   was   detected.   

The   exclamation   detection   module functions in the 

same manner. In contrast, emoticons are considered   

as   explicit   indicators   of   expression.That   are 

assigned specific weights, that is, +3 for positive 

emoticons and -3 for negative.The score of a 

document on the Cpos and Cneg scales is the 

maximum positive and negative number produced, 

respectively. As previously stated, for binary positive/   

negative  prediction   the  class   with   the  highest 

absolute value is considered dominant. Algorithm 1 

presents the full details of the classifier in pseudocode. 

 

Algorithm 1: Lexicon-Based Classifier 

 

INPUT: Affective Dictionary Wordnet 

INPUT: AbbrevationList, NegationList, Intensif 

ierList 

INPUT: ExclamationList, DiminisherList, 

EmoticonList 

INPUT: Document d = {w1,w2 ...wn} to be classified 

Initialize   Cpos   ←   +1,   Cneg   ←−1,   

PosInstances←   0, NegInstances← 0 

for all wi ∈ d do 

if wi ∈ AbbrevationList then wi← FullForm(wi) 

endif 

if wi ∈ Wordnet ∪ EmoticonList then 

tempwi<-EmotWeight(wi) 

 

      

if EmotWeight < = 5 

then tempwi=  Strong positive(+5) 

else tempwi=LOL 

endif 

if EmotWeight=> 5 

Then tempwi= Strong Negative(-5) 

endif 
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if wk ∈ NegationList then 

if tempwi<0 then 

tempwi←−tempwi − 1 

else 

tempwi←−tempwi + 1 

     end if 

 end if 

if wk ∈ IntensifierList then 

    if  tempwi<0 then 

tempwi← tempwi−IntenseWeight(wk) 

else 

      tempwi←−tempwi +IntenseWeight(wk) 

                end if 

        end if 

if wk.length ≥ 2 AND wk =ALLCAPITALS then if 

tempwi ≤ 0 then 

tempwi ← tempwi− 1 

else 

tempwi←−tempwi + 1 

end if end if 

if wk ∈ DiminisherList then 

     if tempwi<0 then 

 

tempwi ← tempwi + DiminishWeight(wk) 

else 

tempwi←−tempwi− DiminishWeight(wk) 

    end if  

end if 

if wk ∈ PunctuationList then 

 

    tempwi← tempwi− 1 

else   

     tempwi← tempwi + 1 

      end if 

  end if 

        end for 

 end if 

if tempwi  > 5 then 

tempwi ← 5 

end if 

if tempwi < −5 then tempwi←−5 

end if 

if tempwi > 0 then 

PosInstances← PosInstances+ 1 

else 

NegInstances← NegInstances+ 1 

endif 

if tempwi > 0 AND tempwi > Cpos then 

Cpos ← tempwi 

end if 

if tempwi < 0 AND tempwi < Cneg then 

Cneg ← tempwi 

end if end for 

if Cpos = Cneg = 1 then return objective else if Cpos 

>Cneg then return positive else if Cpos <  Cneg then 

return negative 

else if Cpos =  Cneg then 

if PosInstances > NegInstances then return positive 

else if PosInstances < NegInstances then return 

negative else if PosInstances = NegInstances then 

return objective      end if 

end if 

 

In the proposed system  Wordnet list of words, which 

readily provide emotional weights for token on 1-9 

scales, to the list of utilized lexicon used by the 

algorithm. The proposed system will be capable of 

predicting capabilities of the algorithm   to   wordnet   

word   list,   thus   providing   more emotionally  

comprehensive  analysis  of  textual communication. 

 
VI RESULT ANALYSIS 

The result of the proposed solution is evaluated by 

comparison of the Accuracy of Sentiment Analysis. 

Accuracy of the Sentiment Analysis is identified using 

below formulae: 

Accuracy = Total Number of True Sentiments   

                        Total Number of Tweets 

 

As shown in the graph below the sentiments of Tweets 

without considering polarities of Emoticons. 

 

 
Figure 1: Sentiment Analysis without Emoticons 

 

On the other hand, when Emoticon Sentiment Analysis 

is employed, the graph below shows sentiments and 

difference in the opinion. 

 

 
Figure 2: Sentiment Analysis with Emoticons 

 

Calculating accuracy, there is need to predict which ones 

are positive ,negative and neutral and when I get the 

actual results it will be sum up the times I was right or 

wrong. There are four ways of being right or wrong: 

 

 TN / True Negative: case was negative and 

predicted negative 

 TP / True Positive: case was positive and 

predicted positive 

 FN / False Negative: case was positive but 

predicted negative 

 FP / False Positive: case was negative but 

predicted positive 

 TNL / True Neutral: case was negative and 

predicted neutral 
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 FNL / False Neutral: case was false and 

predicted neutral 

 
 Accuracy=           (TN+TP+TNL) 

                                        (TN+TP+FP+FN+TNL+FNL) 

The graph below compares the Accuracy (in percentage) 

between Sentiment Analysis without Emoticon Polarities 

and with Emoticon Polarities. The below formulae is used 

to arrive at the accuracy: 

 
 Accuracy = Total Number of True Sentiments / Total 

Number of Tweets 

 
Figure 3: Accuracy 
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