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 ABSTRACT 

 Sentiment analysis and opinion mining is the field of study that analyzes people's opinions, sentiments, 

evaluations, attitudes, and emotions from written language. The growing importance of sentiment 

analysis coincides with the growth of social media such as reviews, forum discussions, blogs, micro-blogs, 

Twitter, and social networks. Sentiment analysis systems are being applied in almost every business and 

social domain because opinions are central to almost all human activities. This paper proposes a novel 

probabilistic modeling framework called joint sentiment-topic (JST).JST model based on latent Dirichlet 

allocation (LDA), supervised approaches to sentiment classification which often fail to produce 

satisfactory performance when shifting to other domains. The weakly-supervised nature of JST makes it 

highly portable to other domains. This is verified by the experimental results on datasets from five 

different domains. We hypothesize that the JST model can readily meet the demand of large-scale 

sentiment analysis from the web. 
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  1.    INTRODUCTION 

       With the explosion of Web 2.0, various types 

of social media such as blogs, discussion forums, 

and peer-to-peer networks present a wealth of 

information that can be very helpful in assessing 

the general public’s sentiment and opinions 

toward products and services. Recent surveys 

have revealed that opinion-rich resources like 

online reviews are having greater economic 

impact on both consumers and companies 

compared to the traditional media.Among various 

sentiment analysis tasks, one of them is sentiment 

classification, i.e.,identifying whether the 

semantic orientation of the given text is positive, 

negative, or neutral. Although much work has 

been done in this line, most of the existing 

approaches rely on supervised learning models 

trained from labeled corpora where each 

document has been labeled prior to training. 

1.1 LATENT DIRICHLET ALLOCATION 
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Latent Dirichlet allocation (LDA) is 

a generative model that allows sets of 

observations to be explained 

by unobserved groups that explain why some parts 

of the data are similar. For example, if 

observations are words collected into documents, 

it posits that each document is a mixture of a 

small number of topics and that each word's 

creation is attributable to one of the document's 

topics. 

In LDA, each document may be viewed as 

a mixture of various topics. This is similar 

to probabilistic latent semantic analysis (pLSA), 

except that in LDA the topic distribution is 

assumed to have a Dirichlet prior. In practice, this 

results in more reasonable mixtures of topics in a 

document. It has been noted, however, that 

the pLSA model is equivalent to the LDA model 

under a uniform Dirichlet prior distribution. A 

document is given the topics. This is a 

standard bag of words model assumption, and 

makes the individual words exchangeable. 

1.1.1 Problems With Latent Dirichlet 

Allocation 

 Latent Dirichlet allocation is purely topic-

based without considering the associations 

between topics and sentiments. This can be 

overcome with Joint Sentiment Topic (JST) which 

reads information both topics and sentiments.It 

does not make thorough analysis of text instead 

gocus is upon the overall sentiment of a 

document. 

 1.2 OPINION AND TOPIC DETECTION 

 

Among various sentiment analysis tasks, one of 

them is sentiment classification, i.e., identifying 

whether the semantic orientation of the given text 

is positive, negative or neutral. Although much 

work has been done in this line most of the 

existing approaches rely on supervised learning 

models trained from labelled corpora where each 

document has been labelled as positive or negative 

prior to training. However, such labelled corpora 

are not always easily obtained in practical 

applications. Also, it is well-known that sentiment 

classifiers trained on one domain often fail to 

produce satisfactory results when shifted to 

another domain, since sentiment expressions can 

be quite different in different domains These 

observations have thus motivated the problem of 

using unsupervised or weakly-supervised 

approaches for domain-independent sentiment 

classification. Another common deficiency of the 

aforementioned work is that it only focuses on 

detecting the overall sentiment of a document, 

without performing an indepth analysis to 

discover the latent topics and the associated topic 

sentiment.  

In general, a review can be represented by a 

mixture of topics. For instance, a standard 

restaurant review will probably discuss topics or 

aspects such as food, service, location, price, and 

etc. Although detecting topics is a useful step for 

retrieving more detailed information, the lack of 

sentiment analysis on the extracted topics often 

limits the effectiveness of the mining results, as 

users are not only interested in the overall 

sentiment of a review and its topical information, 

but also the  sentiment or opinions towards the 

topics discovered. 

2.RELATED WORKS 

2.1 SENTIMENT ANALYSIS 

With the explosion of Web 2.0, various types of 

social media such as blogs, discussion forums, and 

peer-to-peer networks present a wealth of 

information that can be very helpful in assessing 

the general public’s sentiment and opinions 

toward products and services. Recent surveys 

have revealed that opinion-rich resources like 

online reviews are having greater economic 

impact on both consumers and companies 

compared to the traditional media . Driven by the 

demand of gleaning insights into such great 

amounts of user-generated data, work on new 

methodologies for automated sentiment analysis 

and discovering hidden knowledge from 

unstructured text data has bloomed splendidly. 

Among various sentiment analysis tasks, one of 

them is sentiment classification, i.e., identifying 

whether the semantic orientation of the given text 

is positive, negative, or neutral. Although much 

work has been done in this line , most of the 

http://en.wikipedia.org/wiki/Generative_model
http://en.wikipedia.org/wiki/Latent_variable
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http://en.wikipedia.org/wiki/PLSA
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existing approaches rely on supervised learning 

models trained from labeled corpora where each 

document has been labeled as positive or negative 

prior to training. 

2.2 SENTIMENT CLASSIFICATION 

Machine learning techniques have been 

widely deployed for sentiment classification at 

various levels, e.g., from the document level, to 

the sentence and word/phrase level. On the 

document level, one tries to classify documents as 

positive, negative, or neutral, based on the overall 

sentiments expressed by opinion holders. There 

are several lines of representative work at the 

early stage . Turney used weakly supervised 

learning with mutual information to predict the 

overall document sentiment by averaging out the 

sentiment orientation of phrases within a 

document. Pang et al. classified the polarity of 

movie reviews with the traditional supervised 

machine learning approaches and achieved the 

best results using SVMs. In their subsequent 

work, the sentiment classification accuracy was 

further improved by employing a subjectivity 

detector and performing classification only on the 

subjective portions of reviews. The annotated 

movie review data set (also known as polarity data 

set) used in  and  has later become a benchmark 

for many studies. Whitelaw et al. used SVMs to 

train on combinations of different types of 

appraisal group features and bag-of-words 

features, whereas Kennedy and Inkpen leveraged 

two main sources, i.e., General Inquirer and 

Choose the Right Word, and trained two different 

classifiers for the sentiment classification task.  

  As opposed to the work that only focused on 

sentiment classification in one particular domain, 

some researchers have addressed the problem of 

sentiment classification across domains. Aue and 

Gamon explored various strategies for 

customizing sentiment classifiers to new domains, 

where training is based on a small number of 

labeled examples and large amounts of unlabeled 

in-domain data. It was found that directly 

applying a classifier trained on a particular 

domain barely outperforms the baseline for 

another domain. In the same vein, more recent 

work focused on domain adaptation for sentiment 

classifiers. However, their approach relies on 

labeled data from all domains to train an 

integrated classifier and thus may lack flexibility 

to adapt the trained classifier to other domains 

where no label information is available. 

2.3 SENTIMENT-TOPIC MODELS 

JST models sentiment and mixture of topics 

simultaneously. Although work in this line is still 

relatively sparse, some studies have preserved a 

similar vision. Most closely related to our work is 

the Topic-Sentiment Model (TSM) [1], which 

models mixture of topics and sentiment 

predictions for the entire document. However, 

there are several intrinsic differences between JST 

and TSM. First, TSM is essentially based on the 

probabilistic latent semantic indexing (PLSI) 

model with an extra background component and 

two additional sentiment subtopics, whereas JST 

is based on LDA. Second, regarding topic 

extraction, TSM samples a word from the 

background component model if the word is a 

common English word. Other models by Titov 

and McDonald [2], [3] are also closely related to 

ours, since they are all based on LDA. The Multi-

Grain Latent Dirichlet Allocation model (MG-

LDA) [3] is argued to be more appropriate to 

build topics that are representative of ratable 

aspects of customer reviews, by allowing terms 

being generated from either a global topic or a 

local topic. Being aware of the limitation that 

MG-LDA is still purely topic-based without 

considering the associations between topics and 

sentiments, Titov and McDonald further 

proposed the Multi-Aspect Sentiment model 

(MAS) [2] by extending the MG-LDA 

framework. 
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Fig. 1. LDA Model 

α    is the parameter of the Dirichlet prior on the 

per-document topic distributions. 

β    is the parameter of the Dirichlet prior on the 

per-topic word distribution. 

   is the topic distribution for document i, 

  is the word distribution for topic k, 

  is the topic for the jth word in document i,  

 is the specific word.  

 

3. PROPOSED FRAMEWORK 

3.1 JST (JOINT SENTIMENT TOPIC) 

The LDA model, as shown in Fig. 1, is based 

upon the assumption that documents are mixture 

of topics, where a topic is a probability 

distribution over words [9], [10]. Generally, the 

procedure for generating a word in a document 

under LDA can be broken down into two stages. 

One first chooses a distribution over a mixture of 

T topics for the document. Following that, one 

picks a topic randomly from the topic 

distribution, and draws a word from that topic 

according to the corresponding topic-word 

distribution.  

The existing framework of LDA has three 

hierarchical layers, where topics are associated 

with documents, and words are associated with 

topics. In order to model  

document sentiments, we propose a joint 

sentiment-topic model [4] by adding an 

additional sentiment layer between the document 

and the topic layers. Hence, JST is effectively a 

four-layer model, where sentiment labels are 

associated with documents, under which topics 

are associated with sentiment labels and words 

are associated with both sentiment labels and 

topics. 

Assume that we have a corpus with a 

collection of D  

documents denoted by C ¼ fd1; d2; . . . ; dDg; 

each document in the corpus is a sequence of Nd 

words denoted by  

d ¼ ðw1; w2; . . . ; wNd Þ, and each word in the 

document is an  

item from a vocabulary index with V distinct 

terms denoted  

by f1; 2; . . . ; V g. Also, let S be the number of 

distinct sentiment labels, and T be the total 

number of topics. The procedure for generating a 

word wi in document d under  

JST boils down to three stages. First, one 

chooses a sentiment label l from the per-

document sentiment distribution 6d. Following 

that, one chooses a topic from the topic 

distribution /d;l, where /d;l is conditioned on the 

sampled sentiment label l. It is worth noting that 

the topic distribution of JST is different from that 

of LDA. In LDA, there is only one topic 

distribution / for each individual document. In 

contrast, in JST each document is associated 

with S (the number of sentiment labels) topic 

distributions, each of which corresponds to a 

sentiment label l with the same number of topics. 

This feature essentially provides means for the 

JST model to predict the associated sentiment 

with the topics extracted. 

 

 

 

 

3.2 JST  MODEL 

 

This model extends the state-of-the-art topic 

model latent Dirichlet allocation (LDA), by 

constructing an additional sentiment layer.  It is 

highly portable when shifted to other domains . 

  JST is effectively a four-layer model, where 

sentiment labels are associated with documents, 

under which topics are associated with sentiment 

labels and words are associated with both 

sentiment labels and topics. 
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Fig.2. JST Model 

 

4.EXPERIMENTS 

 

4.1 DATA SETS   

 

  Two publicly available data sets, the MR and 

MDS data sets, were used in our experiments. 

The MR data set has become a benchmark for 

many studies since the work of Pang et al. [5]. 

The version 2.0 used in our experiment consists 

of 1,000 positive and 1,000 negative movie 

reviews crawled from the IMDB movie archive, 

with an average of 30 sentences in each 

document. We also experimented with another 

data set, namely subjective MR, by removing the 

sentences that do not bear opinion information 

from the MR data set, following the approach of 

Pang and Lee [6]. The resulting data set still 

contains 2,000 documents with a total of 334,336 

words and 18,013 distinct terms, about half the 

size of the original MR data set without 

performing subjectivity detection.  

. 

4.2 CLASSIFYING DOCUMENT  
 

The document sentiment is classified based on P 

ðljdÞ, the probability of a sentiment label given 

document. In our experiments, we only consider 

the probability of positive and negative labels for 

a given document, with the neutral label 

probability being ignored. There are two reasons 

for this. First, sentiment classification for both the 

MR and MDS data sets is effectively a binary 

classification problem, i.e., documents are being 

classified either as positive or negative, without 

the alternative of neutral. Second, the prior 

information we incorporated merely contributes 

to the positive and negative words, and 

consequently there will be much more influence 

on the probability distribution of positive and 

negative labels for a given document, rather than 

the distribution of neutral labels in the given 

document. Therefore, we define that a document 

d is classified as a positive-sentiment document 

if the probability of a positive sentiment label P 

ðlposjdÞ is greater than its probability of negative 

sentiment label P ðlnegjdÞ, and vice versa.  

 

 
 

Fig.3. Classifying Labels By JST 

 

4.3 TOPIC EXTRACTION 

 

The second goal of JST is to extract topics from 

the data sets, and evaluate the effectiveness of 

topic sentiment captured by the model. Unlike the 

LDA model where a word is drawn from the 

topic-word distribution, in JST one draws a word 

from the per-corpus word distribution 

conditioned on both topics and sentiment labels.  

 

HelloSir, 

 

I am glad to inform you that my marriage has 

been fixed for 1st May 2013. I will be grateful if 

you could grant me 15 days leave from May 
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1
st
2013. 

The wedding cards are still not printed. I will send 

you a copy of the same when its printed. I would 

be glad if you could make your presence felt for 

my marriage. hoping that  you will accept my 

humble request 

 

Thanks for your consideration. 

 

Yours Sincerely, 

Kumar                                                                                                                                                                                               

Fig4.Opinions And Topics  Extracted By JST 

5.CONCLUSION 

Joint sentiment-topic (JST) model  targets 

sentiment and topic detection simultaneously in a 

weakly-supervised fashion, while most of the 

existing approaches to sentiment classification 

favor in supervised learning.,JST consistently 

outperformed existing models. For general 

domain sentiment classification, by incorporating 

a small amount of domain-independent prior 

knowledge,the JST model achieved either better 

or comparable performance compared to existing 

semi-supervised approaches despite using no 

labelled documents, which demonstrates the 

flexibility of JST in the sentiment classification 

task. The future work is extended to opinion 

mining by analyzing the people’s attitudes and 

feelings towards products and services by making 

an indepth analysis. 
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