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Abstract: Automated Segmentation and Classification of lung nodules into benign and malignant is a challenging task and is of vital 

interest for medical applications like diagnosis and surgical planning. It improves the accuracy and assist radiologist for better diagnosis. In 

this paper, a new method is proposed for the classification of lung nodules using Artificial Neural Networks based on Shape, Margin and 

Texture features. In order to reduce the complexity of the algorithm and the computational load, use of fewer features is particularly 
important, while maintaining an acceptable detection performance. The proposed algorithm was tested on LIDC (Lung Image Database 

Consortium) datasets and the results were satisfactory in terms of accuracy in classification. 
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1. Introduction 

The death rate due to lung cancer is found to be more than any 

other cancer in both men and women  with an estimated 

159,260 deaths, accounting for about 27% of all cancer deaths 

are expected to occur in 2014[1]. Imaging technology already 

had lifesaving effects on ability to detect cancer early and more 

accurately diagnose the disease. 

Computed Tomography (CT) is one of the best imaging 

techniques for finding soft tissues and it has high spatial 

resolution, min imizes artifacts. In early stage, the lung cancer 

is visible in CT as non-calcified lung nodule which are visib le 

as low-contrast white with spherical in shape in the lung 

regions. The datasets were taken from LIDC database which 

are in Dig ital Imaging and Communications in Medicine 

(DICOM) format and measured in Hounsfield Units (HU). 

The difficult tasks in CAD system are to improve the accuracy 

in classification of lung nodules as benign (harmless tumor) 

and malignant (harmful tumor) and to fully automate the 

classification process. Classification process is useful for the 

early diagnosis of lung cancer which in turn increases the 

survival rate of patient. Our proposed method solves the 

problem of early diagnosis of lung cancer with less number of 

false positives by extracting shape, margin and textural 

features and with the use artificial neural network for 

classification. Artificial neural network has several advantages 

such as the generalizat ion and the capabilities of learning from 

training  

data without knowing the rules in priori. The lung nodules are 

classified based on different features like shape, marg in and 

texture (calcification pattern) as shown in the Figure 1.  

 

 
 

Figure 1: Morphological characterization of nodule [1] 

2. Related work 

The state-of-the-art on the classification of lung nodules as 

benign and malignant is presented in this section. Yongjun 

WU, Na Wang [2] proposed a method to classify the nodules 

based on 5 clinical parameters, using ANN and Logistic 

regression models; the accuracy was found out to be 84.6%, 

the results were compared by ROC curve ana lysis.  

Kenji Suzuki, Feng Li [3] proposed a Scheme for Distinction 

between Benign and Malignant Nodules in Thoracic  LDCT 

using multip le Massive Training Artificial Neural Network 

(MTANN) and an integration ANN.  

 

S.L.A. Lee, A.Z. Kouzani, and G. Nasierd ing [4] came up with 

an unique architecture for classification-aided-by clustering 

which employs random forests as its  base classifier.  

Gurcan [5] used curvature analysis and candidate detection 

scheme using k-means clustering, rule-based followed by LDA 

which reported to reduce the false positive rate. Rule based 
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classifier produced 84% sensitivity with 5.48 FPs/slice. When 

LDA was applied after rule-based, the false positive rate falls 

to 1.74 per slice for the same sensitivity. 

Weighted multi-scale convergence index (WMCI) and fisher 

linear d iscriminant (FLD) were combined by Hardie [6]. The 

system was evaluated on 154 chest radiographs  from JRST 

database with 100 malignant and 54 benign nodules which 

result 78.1% sensitivity with 4 FPs/image. Also, a performance 

comparison between quadratic classifier and Gaussian Bayes 

linear classifier and FLD classifier was  performed. The FLD’s 

performance was superior to its studied counterparts.  

S.K. vijay Anand [7] has used shape and textural features with 

ANN for classification purpose, accuracy of ANN was found 

out to be 81.8%.  

Kanazawa [8] detected suspicious regions by using Gaussian 

and mean curvature, Rule-based method was used to eliminate 

non-nodules. This work resulted in sensitivity of 90% with 8.6 

FPs per subject.  

C Robert Falk [9] examines the effectiveness of geometric 

feature descriptors, for false positive reduction and for 

classification of lung nodules in low dose CT (LDCT) scans 

using active appearance models (AAM); which are then used 

to detect candidate nodules based on optimum similarity 

measured by the normalized cross-correlation (NCC). 

As per the survey, we found out that various methods are being 

implemented to segment and classify the lung tumors. Scope is 

given to improve the accuracy of the classification process. In 

this direction an attempt is made to improve the accuracy of 

ANN classifier model by inputting more number of features 

and training the model with large datasets.  

The rest of the paper is organized as follows: In section 3, 

Proposed Methodology is discussed. Section 4 gives the results 

and discussion of the proposed algorithm. Conclusion is given 

in section 5. 

3. Proposed Methodology 

The steps involved in segmentation and classification of lung 

nodule as benign and malignant are depicted in Figure 2. Chest 

CT image is taken as input and lung regions are segmented 

based on adaptive thresholding.  

Lung nodules are extracted from lung region and features like 

shape, marg in and texture features are extracted from lung 

nodules. Artificial Neural Network is  used to classify lung 

nodules as benign and malignant based on the features 

extracted from the training data. 

 

3.1 Segmentation of lung regions based on thresholding 

and morphological operations 

The segmentation of lung regions plays an important role to 

speed up the process of detection and analysis of lung nodules. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Block diagram of the proposed method 

 

The steps involved in segmentation of lung regions are 

 

1. Apply intensity threshold to extract lung parenchyma. 

Experimentally, threshold value was found at -420HU [10] 

                        
                       
                       

            (1)  

Here T is -420 HU, binary (i,j) is the binary image after    

applying thresholding. To convert Hounsfield Unit to gray 

level value, equation (2) is applied on binary (i,j) 

              Gray Level value= 1024+ T                    (2) 

2. Label various connected components  and clear image   

borders to remove the regions which are connected to the 

border of the image. 

3. Find the two largest connected components . The two     

largest connected components are two lung regions. 

            
                            

                        
        (3) 

The first largest connected component is lung1 and            

second largest connected component is lung2. The              

connected   components which are less than lung2 have been 

removed by using equation (3). 

4. Superimpose the lung mask in binary image fo rmat with   

the input CT image to obtain the lung regions with original 

intensities. 

3.2 Extraction of Lung Nodule based on intensity, shape 

and area features 

After extract ing lung regions, detection of lung nodules      

could be performed as explained below.  

The steps followed in extract ion of lung nodule are  

 

1. Input image is the segmented lung region 

2. Apply intensity threshold, shape and area features to get       

nodule mask in binary image format.  

3. Superimpose the mask with the input image to extract        

lung nodules with original intensities. 
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3.3 Feature extraction of Lung Nodules 

Lung nodules are classified into benign or malignant based on 

their appearance, texture and marg in variat ion features.  

1) Appearance features: Area, Perimeter, Convex Area, Equiv 

Diameter, Eccentricity, Extent, and Circularity. 

2)  Texture features: Energy, Contrast, Correlation, So lid ity, 

and Homogeneity. 

3)  Margin Variat ion: It is a margin feature which specifies 

whether border is smooth or speculated. If the margin of the 

nodule is smooth then the nodule is benign otherwise it is 

malignant. 

 

3.4 Classification of Lung Nodules using Artificial Neural 

Network  

Before the actual classification process, neural network is first 

trained with training data consisting of the same 13 features 

extracted from different nodules (30 nodules are used for 

training purpose). The network is trained using log-sigmoid 

activation function (equation 10) with a learn ing rate of 0.1 to 

evaluate the feature vectors based on the current network state. 

The error threshold is set as 0.1 and maximum number of 

epochs (iterations) as 500(iterations will stop if error threshold 

is less than or equal to 0.1). 

The classification process using neural network starts with the 

input feature values ( ) getting mult iplied with random 

weights ( ). The weighted input is added to a scalar bias b to 

form net input. The net input is  passed through the transfer 

function ( ), which produces an output ( ). The names given 

to these three processes are: the weight function, net input 

function and the transfer function, which is  summarized in the 

following equation. 

 

                                                                      (4) 

      

Hyperbolic tangent sigmoid t ransfer function ( ) is used for the 

classification purpose. This is mathematically equivalent to 

tanh (n). But it differs in that it runs faster than the 

implementation of tanh. 

 

                     
 

                             (5) 

Where n is an input vector and   is the output of transfer 

function. 

A multi-layer feed forward BPN for classification of tumor 

consists of an input layer,  one hidden layer and an Output 

layer. 

The total number of nodes in the input layer (m) is 13 

representing features extracted from the ROI. The number of 

nodes in hidden layer (H) 10 was decided experimentally as the 

network produced satisfactory results. The output of BPN is a 

binary value; hence two nodes exist in the output layer. The 

nodes in one layer connect to the nodes in the next layer by 

means of directed communication links, each with an 

associated random weight.  

Since the BPN for proposed method has one hidden layer and 

one output layer, it results in two weight matrices, w1 

connecting the input layer to the hidden layer and the w2 

connecting the hidden layer to the output layer.  

 

 

 
Figure 3:  Mult i-layer feed forward BPN for classification  

The output values lie in the range 0 to 1. Since the output layer 

contain two neurons, the target values are defined as [1 0] or [0 

1] representing 2 classes. The target values are assumed to be 

[1 0] for malignant nodules, and [0 1] for benign nodules. 

The output values from neurons at the output layer are 

compared with target values, and error factor is computed. 

Again weights are adjusted at the hidden layer neurons to 

minimize the error factor.  

4. Results and Discussion 

The input image for the classification is as shown in the Figure 

4(a).Lung region separation is done by using intensity 

threshold and morphological operations as shown in the Figure 

4(b). The ext raction of lung nodules are based on intensity 

threshold and appearance features which is depicted in the 

Figure 4(c). 

 

         
 

Figure 4: (a) Input image               (b) Segmentation of lung     

                                                                  Regions 

 

                     
 

                   (c) Extract ion Lung Nodule  

 

Once the Lung nodule is segmented, features are extracted 

from it for the classification purpose. Table I depicts 

segmented lung nodules and values of 3 major features 

extracted from these nodules.   
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Table I: Extracted Lung nodules and features  

 

CT Image Nodule Area Margin 

Variati

on 

Eccentri

city 

 

 

344 48 0.772 

 

 

4632 22 0.180 

 

 

1069 33 0.511 

  
 

967 53 0.773 

 

From the segmented nodule, 13 major features mentioned in 

section 2 (C) were ext racted from 22 test nodules and given as 

input to artificial neural network with 10 neurons in hidden 

layer. The output of artificial neural network is either 

1(malignant) or 0(benign). The performance of proposed 

approach is evaluated based on four performance metrics such 

as accuracy, sensitivity, specificity and precision as shown in 

Table I. 

Calculation performance metrics is based on four 

parameters viz, True positive (TP), False positive (FP), False 

negative (FN) and True negative (TN). 

 True positive (TP): Lung nodules classified by the 

algorithm and the radiologist as  malignant are known 

as True positive. 

 False positive (FP): Lung nodules classified as 

malignant by the algorithm and benign by the 

radiologist are known as false positive. 

 False negative (FN): Lung nodules classified as 

benign by the algorithm and malignant by the 

radiologist are known as false positive. 

 True negative (TN): Lung nodules classified by the 

algorithm and the rad iologist as  benign are known as 

True positive. 

Specificity is the number of correctly classified negative 

(Benign) nodules out of actual negative nodules 

                                         (6) 

Accuracy is the number of correct ly classified nodules (Benign 

and Malignant) out of all nodules. 

                                     (7) 

Precision is the number of correctly classified positive nodules 

(Malignant) out of all positive nodules. 

                                                            (8) 

 Recall is the number of correctly classified nodules 

(Malignant) out of actual positive nodules. 

                                                             (9) 

Table II: Performance Measures and comparative study 

 

Performance 

Measures 

Existing system[7] Proposed 

Method 

Specificity  77.7% 80% 

Accuracy 81.8% 86.4% 

Precision  84.6% 84.6% 

Recall 84.6% 91.7% 

 

The performance of the classifier model is determined with the 

help of Receiver Operat ing Characteristics (ROC) curve. ROC 

curve is a plot of the true positive rate versus the false positive  

rate as shown in the Figures 5 and 6. Area under thecurve for 

proposed method was found out to be 0.858.  

 
Figure 5 : Receiver Operating Characteristic Curve for the 

proposed method. 

 

Existing System [7] used the classifier model (Art ificial neural 

network) with 9 features at the input layer and 5 neurons in the 

hidden layer. The performance of this approach is evaluated 

based on four performance metrics such as accuracy, 

sensitivity, specificity and precision as shown in Table II.  

Area under the curve for existing method was found out to be 

0.806 which indicates the false positive rate is high compared 

to proposed method. 

  
Figure 6: Receiver Operat ing Characteristic Curve in [7]  

 

After comparing tables and ROC curves of both approaches, 

proposed method gives better results with respect to all four 

metrics. 
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5. Conclusion 

The proposed method is able to predict whether the tumor is 

benign or malignant in nature with an accuracy of 86.4%. The 

plot of ROC curve depicts a significant reduction in false 

positive rate (Area under curve 0.858) compared to existing 

approach (Area under curve 0.806), hence reducing the 

misclassification probability. The proposed system would be 

effective in assisting the physician in identifying the lung 

tumor as cancerous (Malignant) or non-cancerous (Benign). 
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