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Abstract: Many researchers have been motivated to propose parallel algorithm on Optical Transpose Interconnection System (OTIS) 

because of its hybrid nature. OTIS exploits both the electronic links as well as free space optical links for connecting processing nodes of 

interconnection network. In this paper, we have proposed a parallel algorithm for sparse enumeration sort on OTIS k-ary n-cube parallel 

computer with on a network size of k2n.. In this sorting, the number of keys to be sorted is pα, for some constant α≤½ and we have assumed 

α=½ for our proposed algorithm. The algorithm has two variants based on data population techniques. The time complexity of the 

algorithm has been observed to be 4n(k-1) electronic moves + 3 OTIS moves for the first case. In the second case also it requires the same 

number of electronic moves but needs only two OTIS moves.  
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1. Introduction 

An Optical Transpose Interconnection System (OTIS) [1], [2], 

[3] is a hybrid interconnection Network that uses electronic as 

well as optical links. The electronic links are used to connect 

the processors placed within a few millimeters range. These 

processors in a group can be assumed to be fabricated within a 

chip. The intergroup processors are connected to each other 

through free space optical links. The processors within the 

OTIS models are divided into number of groups. The number 

of groups in the network and the processors within the group 

may or may not be the same in number. However, if the 

number of groups and the number of processors in each group, 

the bandwidth of the OTIS systems can be maximized and the 

power consumption can be minimized [4], [5], [6]. The 

interconnection pattern of each group decides the overall OTIS 

network architecture. In the recent years, researchers have 

exploited OTIS architecture to solve many communication and 

computation intensive problems. A rich literature of works on 

OTIS model is available such as image processing [7], BPC 

permutation [8], randomized routing and selection [9], matrix 

multiplication [10], [11], sorting [12], [13], [14], [15], 

polynomial interpolation [16], root finding [16], [17], conflict 

graph [18], gossiping [19], [20], [21]. 

 In this paper, we are proposing a parallel algorithm for 

sparse enumeration sort on OTIS k-ary n-cube architecture. 

The sparse enumeration sort is a class of sorting in which the 

number of keys to be sorted is much less than the network size. 

In this sorting, the number of keys is typically assumed to be p
α
 

for some constant α ≤ ½, where p is the network size [22]. This 

assumption has also been followed in [22], [23], [13]. The time 

complexity of the proposed algorithm is expressed in terms of 

electronic moves and optical moves. Our proposed algorithm 

takes 4n(k-1) electronic moves and three OTIS moves for k
n
 

data size on k
2n

 processors for one data initialization technique. 

For another data initialization approach, it takes the same 

number of electronic moves but only 2 OTIS moves. The 

algorithm for the enumeration sort has also been proposed in 

[13] for OTIS- MOT with a time complexity of 4.5logN and 5 

OTIS moves for a network size of N. 

The paper is organized as follows: the topology of the OTIS 

k-ary n-cube is presented in section 2. In section 3, we have 

presented the proposed algorithm for enumeration sort 

followed by conclusion in section 4.  

2. Topology of OTIS k-Ary n-Cube 

OTIS k-ary n-cube is composed of k
n
 disjoint groups of k-ary n-

cube [24], [25]. Each group is n-dimensional grid structure and 

has k processing nodes in each dimension. There are k
n
 groups 

in the network and each group contains k
n
 processors within it. 

Thus the size of the OTIS k-ary n-cube interconnection 

network is k
2n

. The torus (where n=2 or 3) and hypercube 

(where n=2) are the two most popular architectural variations 

of k-ary n-cube. The hypercube architecture has been used in 

iPSC/2 [26] and iPSC/860 [27] whereas the torus has been 

used in J-Machine [28], CRAY-3TD [29] and CRAY-3TE [30] 

parallel computers. In the last few years, many parallel 

algorithms have been proposed on different variants of OTIS k-

ary n-cube for solving different problems, i.e. matrix 

multiplication [11], prefix computation [31], gossiping [21]. In 

any OTIS model, the processors within the group are connected 

through electronic links whereas the intergroup processors are 
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connected through free space optical links. The processors of 

one group are connected to the processors of other groups 

based on optical transpose rule. Let any processor be denoted 

by processor’s number and the group’s number within which 

that processor lies, i.e., ),( ...... 321321 xx ppppgggg PG  then the 

processor ),( ...... 321321 xx ppppgggg PG  is connected to 

processor ),( ...... 321321 xx ggggpppp PG  through the free space  

optical link. As an example, all the processors of first group are 

connected to the first processor of all the rest of groups in the 

overall interconnection network through optical links shown as 

dotted lines of OTIS 3-ary 2-cube as shown in Fig. 1.  

 

 

  

 
 

 

3. Proposed Algorithm for Enumeration Sort 

Here, we are proposing parallel algorithm for sparse 

enumeration sort for which k
n
 data elements are to be 

considered for a network size of k
2n

. In terms of data 

population, we are considering two cases. In case I, the data 

elements are populated only in the first group. The data 

elements are populated only in the first processor of all the 

groups in case II.  

 

Case I: all the data elements are populated in G111 

Step 1: Data Initialization 

 /* For all processors in G111, do in parallel */ 

  
xx ppppppppB ...... 321321

 , where 1 x  k 

  

Step 2: /* For all processors in G111, do in parallel */  

  
xx pppppppp BC ...... 321321

 , where 1 x  k  

 

Step 3: /* For all processors in G111, do in parallel */  

  Perform OTIS move on 
xppppB ...321

and 
xppppC ...321

 

 

Step 4. /* For all Groups, do in parallel */  

Perform Local Broadcast on 
xppppB ...321

 and 

xppppC ...321
where p1=p2=p3= … =px=1 and 1 x  k   

 

Step 5: /* For all Groups, do in parallel */  

   /* For all processors, do in parallel */ 

  Perform OTIS move on 
xppppC ...321

, where 1 x  k 

 

Step 6: /* For all Groups, do in parallel */  

       /* For all Processors, do in parallel */ 

  If 
xppppB ...321


xppppC ...321
, where 1 x  k 

  Then 

   
xppppA ...321

=
xppppA ...321

+1 

  Else 

   
xppppA ...321

=
xppppA ...321

+0 

 

Step 7. /* For all Groups, do in parallel */  

   /* For all the processors, do in parallel */  

Find the sum of 
xppppA ...321

 within the group and broadcast it 

within the group 

 

Step 8: /* For all Groups, do in parallel */  

      /* For all processors, do in parallel */ 

If (p1-1)k
n-1

+(p2-1)k
n-2

+(p3-1)k
n-3

 … px=
xppppA ...321

 

Then 

 Perform local broadcast on 
xppppA ...321

 

 

Step 9: /* For all Groups, do in parallel */  

       /* For all processors, do in parallel */ 

Perform OTIS move on 
xppppA ...321

 and  
xppppB ...321

 

where 
xppppA ...321

 holds the rank of 
xppppB ...321

 

 

Time complexity: Steps 1, 2 and 6 take constant unit time 

each. One OTIS move is required for steps 3, 5 and 9 each. 

Step 4 and 8, each requires 2n(k-1) electronic moves. 2n(k-1) 

electronic steps are required for step 7. Thus the overall time 

complexity is 4n(k-1) electronic moves + 3 OTIS moves. 

 

 

Case II: the data elements are populated in 
xppppP ...321

 of 

all the groups where p1=p2=p3= … =px=1 and  1 x  k   

 

Step 1: Data Initialization  

  /* For all groups, do in parallel */   

xx ppppppppB ...... 321321
 , where p1=p2=p3= … =px=1  

and  1 x  k 

 

Step 2: /* for all groups, do in parallel */  

xx pppppppp BC ...... 321321
 , where p1=p2=p3= … =px=1 and 

1 x  k  

 

Step 3: Perform Local Broadcast on 
xppppB ...321

 and 

xppppC ...321
where p1=p2=p3= … =px=1 and 1 x  k  

Figure 1:  OTIS 3-ary 2-cube 
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Step 4: /* For all Groups, do in parallel */  

   /* For all processors, do in parallel */ 

  Perform OTIS move on 
xppppC ...321

, where 1 x  k 

 

Step 5: /* For all Groups, do in parallel */  

       /* For all Processors, do in parallel */ 

  If 
xppppB ...321


xppppC ...321
, where 1 x  k 

  Then 

   
xppppA ...321

=
xppppA ...321

+1 

  Else 

   
xppppA ...321

=
xppppA ...321

+0 

 

Step 6: /* For all Groups, do in parallel */  

   /* For all the processors, do in parallel */  

Find the sum of 
xppppA ...321

 within the group and broadcast it 

within the group 

 

Step 7: /* For all Groups, do in parallel */  

      /* For all processors, do in parallel */ 

If (p1-1)k
n-1

+(p2-1)k
n-2

+(p3-1)k
n-3

 … px=
xppppA ...321

 

Then 

 Perform local broadcast on 
xppppA ...321

 

 

Step 8: * For all Groups, do in parallel */  

       /* For all processors, do in parallel */ 

Perform OTIS move on 
xppppA ...321

 and  
xppppB ...321

 

where 
xppppA ...321

 holds the rank of 
xppppB ...321

 

 

Time complexity: In case II, steps 1, 2, 5 take constant unit 

time. One OTIS move is needed in step 4 and 8 each. Steps 3 

and 7 take n(k-1) electronic moves each. 2n(k-1) electronic 

moves are needed to compete step 7. Thus the overall time 

complexity can be expressed as 4n(k-1) electronic moves + 2 

OTIS moves. 

4. Conclusion 

In the article we presented parallel algorithm for sparse 

enumeration sort for a network size of k
2n

 considering two 

instances of data population techniques. Case I has a time 

complexity of 4n(k-1) electronic moves + 3 OTIS moves. In the 

second case, it is 4n(k-1) electronic moves + 2 OTIS moves. 

Our proposed algorithm can be compared with [own] where the 

algorithm for sparse enumeration sort has been presented for 

OTIS- MOT with a time complexity of 4.5logN and 5 OTIS 

moves for a network size of N. 
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