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Abstract: Image compression is a method in which we can condense the space for storing images, video which will be helpful in 

transmission performance. There are many application which requires image compression such as multimedia, internet, remote sensing etc. 

This paper presents analysis of fractal image compression (FIC), fractal compression is a lossy compression methods for digital images, 

based on fractal. The method is appropriate for natural images and textures. FIC is an image coding technology based on the self-similarity 

of image structure and broadly used in image authentication, image denoising, image encryption etc. In this context, the review summaries 

the major FIC method spanning across different FIC technique.  
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1. Introduction  

 
 Image compression deals with minimizing number of bits 

used to represent a digital image without destroying the quality 

of image. Data compression has become a vital concern for 

information transmission and storage [3]-[5]. Large amount of 

data cannot be stored if there is a low storage capacity, hence 

compression plays a very vital role in transmission and storage. 

Basically there are two types of compression methods [6] 

 

1. Lossless compression method 

2. Lossy compression method 

 

In lossless compression methods the reconstructed image after 

the compression method is applied, is identical to that of the 

original image i.e. there is no loss of information in the image. 

It is broadly used in the field of medical image processing, 

where each minute information details is very important. In 

lossy compression method, the reconstructed image after 

applying compression methods contains quality degradation 

relative to the original image, but to an acceptable level. In 

general lossy compression method is  

 

widely used because higher compression ratio can be achieved 

compared to lossless compression method [3].  

  

 The rest of this paper is organized as follows. The concept of 

fractal image compression is briefly summarized in section 2. 

The property called iterated function system is explained in 

section 3. In section 4 we focus on the property of self- 

similarity. In section 5 various Fractal compression techniques 

are discussed. Finally the conclusion of various methods is 

drawn in section 6. 

 

 

2. Fractal image compression 
 

Fractal Image Compression (FIC) was first proposed by 

Michael Barnsley in 1987 [1], who introduced basic principle  

of FIC. FIC is a technique which is used to encode the image 

in such a way that it reduces the storage space by using self-

similar portion of the same image. FIC is a lossy compression 

technique for digital image, based on fractals. In certain 

images, some parts of the image resemble the other parts of 

same image, these self similar parts are called fractals and 

these fractals are used in order to compress image. Fractal 

algorithms convert these parts (referred as fractals) or 

geometric shapes into mathematical information which is also 

called as ‘fractal codes’ which are later used to reconstruct an 

image. One of the images is converted into fractal code it 

become resolution independent. In the below figure1 we can 

observe that whole image is repeated pattern of the part of the 

same image. 
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Figure 1 Example of fractal fern 

 

Merits and Demerits of FIC 

 

When compared to other compression method which is used 

for compressing different kind of images, FIC has some main 

advantages and drawbacks. 

 

  Merits  

• Mathematical encoding frame is good 

• Resolution independent 

• Achieves high compression ratio 

• Fast decoding  

 

Demerits 

   

• Encoding speed is slow 

 

 

3. Iterated function system (IFS) 
 

According to Michael Barnsley, an image can be represented 

as a set of mathematical equations and this  

idea of taking an image and express it as  an IFS code forms 

the basis of FIC, but this found impractical because of its 

complexity, an improvement is made to it by Arnaud 

Jacquin [2], by using partitioned iterated function 

system(PIFS). PIFS consists of metric space X, a group of 

sub domain Di, I=1…..n and a group of contractive 

mappings Wi: Di X, I=1…..n. The images with the IFS 

are called affine transformations. Affine transformations can 

be combination of translation, rotation and scaling. Let Wi 

be the affine transformation on I I2 that      

 

 

=  

Where a, b, c, d, e, f are co-efficient which are used to 

rotate, shrink, and translate the image  

 

 

4.   Self- similarity property 

 

Self- similarity is one of the base properties of fractal image. 

An object is said to be self similar if it looks “roughly” the 

same on any scale. Figure2 shows an example of fractal. But 

all image doesn’t contain this type of self similarity found in 

fractals, rather it contains different sort of similar portions [8], 

[9]. Self similar portion in the Lena image it shown in the 

below Figure3. A part of her shoulder overlaps smaller regions 

which is almost similar, and piece of the reflection of the hat in 

the mirror similar to the smaller part of the Hat [7]. In this kind 

of image only a part of image is self similar where as figure1 

and figure2 entire image is self similar 

 

 

 

 

 

 
 

Figure 2 Fractal repeated at different location 

 

 

 

 

 

 
 

 

Figure 3 Displaying self-similarity different locations 

 

 

General Fractal Encoding Procedure 

 

Step 1:  Read the binary image 

Step 2:  Convert it into gray level image 

Step 3:  Divide the image into small square blocks                                         

             Without overlapping called as range  

             blocks. 

Step 4:  Introduce large square blocks, with overlapping          

             called as domain blocks. The size of domain         

             block is double the size of  range block 

Step 5:  For each range block find the matching  

             domain block which closely resembles range 

            block with respect to some metric and      

            accordingly parameters are computed.                      

Step 6: Write out compressed data in the form of local  

             IFS code 

Step 7: Apply data compression algorithm to obtain a      

            Compressed IFS code.  

  

5. Fractal Image Compression Techniques 

 
There are many techniques proposed to improve the 

efficiency of FIC. As discussed in the earlier sections FIC is a 
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lossy compression technique and few major methods are 

reviewed in this section.  

 

1. Particle Swarm Optimization (PSO). PSO is a technique 

used for computation developed by Eberhart  and Kennedy 

[10]. PSO is a general purpose optimization algorithm which is 

also used for the concept of fitness. PSO based on the analogy 

of the group of birds. It gives mechanism that individuals in 

the group communicate and exchange information, which is 

similar to insect and human being behavior.  It is a method 

which is proposed to reduce the encoding time. PSO is 

inexpensive algorithm and can be implemented in the few lines 

of code since it required only primitive mathematical operation 

where as full search FIC can exactly find the best domain 

block for each corresponding range block but it is very time 

consuming. 

 

2. Genetic Algorithm (GA): GA is a Algorithm simulating 

process of natural evaluation, which is applied for constraint 

functions and controlled parameters for optimization. GA is 

very effective in solving non-linear and multiple extreme 

problems. GA was proposed to get the matching domain block 

for each range block in FIC, which uses the PIFS [12]. GA 

attempts to find the close optimal solutions without going 

through an exhaustive search mechanism. Thus GA as merit of 

huge reduction in searching space and time also achieves high 

PSNR 

 

3. Embedded Zero tree Wavelet (EZW) coding: EZW was 

introduced by Shapiro. It is a wavelet based technique used for 

compression [13], [15]. EZW mainly operates on 2-D images. 

It provides high compression ratio and better quality of a 

reconstructed image but yields in lower PSNR. Here all the co-

efficient corresponding to the same spatial location is 

organized in tree structure. These trees have parent- child 

relationships among the co-efficient of sub-bands having 

spatial orientation. Hence for better visual quality we choose 

EZW algorithm. 

 

4. Huffman coding: This method was introduced by 

D.A.Huffman. This is used to remove the redundancy in the 

image [11], [14]. In this algorithm the probability of all 

alphabet symbols are arranged in decreasing order. Then it 

constructs from the bottom up, a binary tree with a symbol at 

every leaf node. This is done in steps, where in each step two 

symbols with the smallest probability are chosen and added, 

placed in the top of the tree and then deleted from the list, and 

replaced with another symbol representing the two original 

symbols. This is repeated until only two symbols is retained at 

the end of the tree. Finally to determine the codeword’s of the 

symbols the tree is traversed from leaf node to root node. It is a 

variable length coding. According to this algorithm, the 

symbols with small frequency will have long code words and 

vice- versa.  

 

5. Quadtree decomposition: It is one of the partition based 

methods. It divides an image into variable size range block. In 

this type of partition, a square image is splited into square 

blocks of equal sizes, and then tests each block to check 

whether each block meets some criteria of homogeneity. If a 

block meets the criteria it is not divided any further, if the 

block does not meet the criteria, then the block is splited into 

further four blocks and again test is applied to those 

blocks[11], [14]. This process is repeated iteratively until each 

and every block meets the criteria resulting in many different 

sizes of blocks. It is represented in a tree like structure, where 

each node will have four sub nodes. Adjustments of Quadtree 

size is done by using two parameters, minimum level and 

maximum level. By this method we can increase the 

compression ratio and reduce the bits used to represent an 

image i.e bits per pixel (bpp). 

 

6. Artificial Bee Colony optimization (ABC): ABC is one of 

the most widely defined algorithms by Dervis Karaboga in 

2005 inspired by the behavior of honey bees [16]. It is also an 

iterated based technique. It is an optimization tool which 

provides a population based search procedure where each 

individual called food positions are altered by artificial bees 

with time aiming to find out the food source with large nectar 

amount. ABC consists of 3 types of bees (a) employed bee, (b) 

onlooker bee and (c) scout bee. Employed bees are responsible 

for giving the information for the onlooker bees waiting in the 

hive about the nectar sources which has been explored before, 

onlooker bees decide a food source to exploit depending on the 

information given by the employed bees and scout bees search 

the food source randomly in the environment in order to find 

food [17].  ABC algorithm can appreciate the fractal image 

coding in reduced time.  

 

 

6. Conclusion 
 

The field of fractal compression is comparatively new, as it 

is the study of fractals. It is one of the techniques used for 

image compression due to considerable merits of resolution 

independence and rapid decoding. The main concept used in 

this compression scheme is to use IFS to reproduce image. In 

this paper many FIC techniques is reviewed and based on the 

experimental outcomes given by respective authors we 

conclude that (1) In PSO algorithm, encoding time is less than 

any other conventional methods. (2) GA will increase the rate 

of convergence for reaching best block and also increase the 

speed of compression and produce high PSNR.(3) EZW coding 

provide better visual quality and hence the good PSNR (4) and 

(5)  Huffman and Quadtree decomposition can be applied for 

achieving high compression ratio and better PSNR values for 

satellite imaginaries . (6) ABC algorithm yield in less amount 

of time in image coding as well as with good PSNR.  
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